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In electromagnetic geophysics, the geological structure 
is usually characterized by its conductivity or resistivity. The 
Maxwell’s equations form the basis of the electromagnetic field 
theory characterizing the electric field E and magnetic field 
H propagating within a medium with conductivity σ, electric 
permittivity ε, and magnetic permeability μ. The forward EM 
problem can be described by the following operator equation: 
{E,H}=Aem{σ,ε,μ},(1) 
where Aem is operator of the forward electromagnetic prob-
lem. Similarly, the inverse problem can be represented as 
{σ,ε,μ}=(Aem)-1{E,H},(2) 
Operator Aem is usually nonlinear. This leads to a set of 
integro-differential equations, which are solved in a discrete 
fashion on a 3D mesh.  In this paper, we focus on recent 
progress with development of computationally efficient for-
ward modeling methods. 

Among the methods used to solve the forward prob-
lem are Finite Elements (FE), Finite Difference (FD) and 
Integral Equation (IE) method. The IE method’s main 
advantage over the former two is that one does not need to 
discretize the whole domain under study, but only a usually 
much smaller domain of geological interest. The domain of 
interest is discretized on a 3D mesh with electromagnetic 
properties and fields calculated in each mesh cell. In the 
framework of the IE method, the conductivity distribution is 
divided into two parts: normal (background) conductivity σn 
and anomalous conductivity Δσa. Anomalous conductivity 
is considered only in the domain of interest, while normal 
conductivity is present throughout the whole model. The 
requirement for efficient method implementation using 
Green’s functions necessitates use of horizontally homoge-
neous background. Fortunately, this situation is common as 

Introduction

Geophysicists study propagation of physical fields 
through the earth’s interior in order to determine its struc-
ture. The most common fields used are gravitational, 
magnetic, electromagnetic and seismic waves. Numerical 
modeling of known geological structure to produce geo-
physical field data represents forward problem. The goal of 
geophysical interpretation is to determine unknown geology 
by use of observed values of the geophysical fields. This is 
called an inverse problem. In practice, performing inversion 
involves minimization of misfit between observed field data 
and field data calculated by forward model based on struc-
tural properties inferred from the inversion. Thus, research 
in both forward and inverse modeling methods form an 
important part of geophysics. 

The Consortium for Electromagnetic Modeling and 
Inversion (CEMI) at the Department of Geology and 
Geophysics concentrates on the use of electromagnetic 
(EM) methods that study propagation of electric cur-
rents and electromagnetic fields through the earth. This 
Consortium is supported by more than twenty members 
representing major petroleum, mining, and engineering cor-
porations and agencies 
from around the globe. 
The Consortium’s 
major area of current 
research is develop-
ing effective methods 
for modeling and inter-
pretation of the marine 
magnetotelluric and 
controlled source EM 
data for offshore petro-
leum exploration. This 
area of EM geophysics 
represents a significant 
interest for the petro-
leum industry and provides an avenue for very challenging 
research projects. 

Figure 1. Vertical section of Sabah area model with hydrocarbon res-
ervoir and rough seafloor bathymetry. Survey receivers and transmitters 
are denoted with green and white dots, respectively. Sea water resistivity 
is 0.3 Ohm-m and subsurface backgroud resistivity of 2 Ohm-m.



the anomaly of interest (ore deposit, hydrocarbon reservoir) 
is usually surrounded by layered uniform host rock. 

EM survey typically consists of an array of receivers, 
which record the earth response to an EM signal transmit-
ted by single or multiple transmitters, as seen in Figure 1. 
The solution of the forward problem thus involves three 
distinct steps. The first step calculates background fields 
induced on the receivers by the response of the homoge-
neous background. The second step calculates anomalous 
fields induced in the domain of interests. Finally, the third 
step calculates fields on the receivers induced by the 
anomalous fields in the domain. The resulting field on the 
receivers is the sum of the background field from step one 
and the anomalous field from step three.

While the IE method is quite efficient compared to FE 
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and FD, its main limitation is that its 
computational and memory require-
ments grow cubically with the increase 
of the domain dimension or with mak-
ing the mesh finer (decreasing mesh 
cell size). Work on methods to alle-
viate this problem is ongoing. One 
of the recent contributions from our 
group is development of multi-grid 
(MG) approximation2 that extrapolates 
electromagnetic fields on coarser grid 
(with larger cell size) to that on finer 
grid (with smaller and more precise 
cell size). 

In some applications it is difficult 
to describe the geological model 
using horizontally layered back-
ground. As a result, the domain of 
interest may become too large for 
feasible calculation. We have recent-
ly developed a computational meth-
od, the Inhomogeneous Backgroud 
Conductivity (IBC) method3, that 
allows us to use variable background 

conductivity. In this paper, we use the 
IBC method and include the effect of underwater topogra-
phy (bathymetry) in the EM field response. We use both 
explicit mesh and MG approximation to assess value of the 
MG method in the marine environment.

 
Integral equation solution using multigrid 
approach

As described in the introduction, we consider normal 
conductivity Δσn for the background and additional anoma-
lous conductivity Δσa for the anomaly. For our discussion, 
we present derivations for the electric field E, similar equa-
tions can be obtained for magnetic field H. The integral rep-
resentation of Maxwell’s equations for total electric field E is 
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where )(ˆ 'E rrG  is the electric Green’s tensor defined 
for an unbounded conductive medium with nor-
mal conductivity σn, GE is corresponding Green’s lin-
ear operator, and domain D corresponds to the vol-
ume within the anomalous domain with conductivity  
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The total electric field can be also represent-

ed as a sum of background and anomalous fields: 
an EEE +=  (4)

The multigrid approach is based on quasi-linear 
assumption that the anomalous field Ea is linearly propor-
tional to background field En through reflectivity tensor λ: 

      

€ 

E a (r) ≈ λ(r)E n (r) (5)  
Since the reflectivity tensor is linear, we can interpo-

Figure 2. Bathymetry relief of the Sabah area

Figure 3. A model of a hydrocarbon reservoir located within the conductive 
sea-bottom
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late its value within the anomalous domain. We there-
fore solve the integral equation problem (3) on coarse-
ly discretized grid Σc using complex generalized mini-
mum residual method (CGMRM), obtaining background 
and anomalous fields at the coarse grid, En(rc) and 
Ea(rc). We calculate reflectivity tensor on coarse grid as  

      

€ 

λi (rc ) = E i
a (rc ) E i

n (rc )  (6)
where i corresponds to x,y,z components and assuming 

that 0≠n
iE .

We then interpolate the reflectivity ten-
sor to fine discretization grid ∑f, and com-
pute the anomalous electric field on the fine grid as 

      

€ 

E i
a (rf ) ≈ λi (rf )E i

n (rf ) (7)
We can now find the total electric field E(rf) on the fine grid as 

      

€ 

E (rf ) = E a (rf ) + E n (rf )  (8)
Finally, using discrete analog of formula (3), we compute 

observed fields on the receivers

Accounting for bathymetry with inhomoge-
neous background conductivity method

A topography structure is modeled as an inhomoge-
neous background domain B with conductivity σb = σn+Δσb, 
the sum of horizontally layered (normal) conductivity 
σn, and inhomogeneous conductivity Δσb. Consequently, 
Δσb within this domain generates a field that induces an 
additional field on the receivers and inside of the anoma-
lous domain of interest A. The total field at any point rj 
is then expressed as a sum of normal field En, variable 

background effect bσ∆E  due to IBC Δσb, and anoma-

lous fields     

€ 

E ∆σ a  due to anomalous conductivity Δσa: 

      

€ 

E (r) = E n (r) + E ∆σ b (r) + E ∆σ a (r) = E n (r) + G E
D b ∆σbE[ ] + G E

D a ∆σaE[ ] (9)
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D
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b σ∆  and [ ]EG a
D
E

a σ∆  are Green’s linear 
operators for domain B and A, respectively. 

Rewriting equation (9) for aσ∆E , we obtain equa-
tion for anomalous field in anomalous domain A: 

( )[ ])()()()()()()( rErErEGrErErErE ababa n
a

D
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In practice, we calculate field bσ∆E   in domain B ignoring 

anomalous domain A, and use this field in equation (10) to 

obtain field     

€ 

E ∆σ a   in domain A. We then use equation (9) 
to get total field in the domain, and analog of equation (3) 
to calculate field at the receivers. 

To improve accuracy, we can use this scheme iterative-
ly. The first iteration is performed as described above. The 
second iteration calculates the field in domain B including 
the induction effect from the anomalous field in domain A 
obtained at the first iteration. The problem is then run until 

self consistency is reached for both anomalous fields aσ∆E  

and bσ∆E .

Application of IBC IE method to study 
bathymetry effects

We have incorporated the MG and IBC methods into 
our parallel forward modeling IE code called PIE3D. In this 
section, we present a practical case of modeling of marine 
controlled source electromagnetic (MCSEM) data in Sabah 
area, Malaysia to evaluate feasibility of the MG and IBC 
methods for routine MCSEM use.

Sarawak Shell Berhad, Shell International Exploration 
and Production, and PETRONAS Managing Unit performed 
a bathymetry survey over geologically favorable target res-
ervoirs in Sabah area in 2004. Relief of the bathymetry is 
depicted in Figure 2. The location of the hydrocarbon res-
ervoir in this area has been estimated from seismic survey. 
We used the measured bathymetry data and positioned a 
synthetic reservoir-like geoelectrical structure at the same 
location where the actual reservoir has been found. The 
synthetic structure has a complex three dimensional geom-
etry and contains three layers: a water-filled layer with a 
resistivity of 0.5 Ohm-m, a gas-filled layer with a resistivity 
of 1,000 Ohm-m, and an oil-filled layer with resistivity of 100 
Ohm-m (Figure 3).

The EM fields in this model are generated by a horizon-
tal electric dipole (HED) transmitter with a length 270 m and 
located at (x,y) = ( 24,5) km at a depth of 50 m above the 
sea-bottom. The transmitter generates the EM fields with 
a transmitting current of 1 A at 0.25 Hz. An array of sea 
floor electric receivers is located 5 m above the sea-bottom 
along a line with the coordinates (x= 14,34} ,y=5) km with a 
spacing 0.2 km (Figure 1).

The survey area was represented by two modeling 
domains, Da and Db, outlined by the green dashed lines 
in Figure 1. Modeling domain Db covers the area with con-
ductivity variations associated with the bathymetry of the 
sea-bottom, while modeling domain Da corresponds to the 
location of the hydrocarbon reservoir. We used 7,193,600 
(1124 x 200 x 32) cells with each cell size 50 x 50 x 20 m 
for discretization of the bathymetry structure. The domain 
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Figure 4. Convergence plot for the IBC modeling, red lines represent 
MG model, blue lines fine grid model; full line is anomalous domain 
Da, dashed line bathymetry domain Db
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Da of the hydrocarbon reservoir area 
was discretized by 1.5 million cells (400 
x 240 x 16) with each cell size of 25 x 
25 x 6 m to represent accurately the 
reservoir structure of the model.

Evaluating this model by any con-
ventional IE method would require 
simultaneous solution of the corre-
sponding system of equations on a grid 
formed by at least a combination of the 
two domains, Da and Db. Application of 
the IBC IE method allows us to sepa-
rate the model into two subdomains, 
Da and Db. We solve the corresponding 
IE problem in these domains separate-
ly, which saves significant amount of 
computer memory and computational 
time. Moreover, we can save the pre-
computed Green’s tensors and fields, 
which includes the inhomogeneous 
background field, and reuse it in the 
iterative IBC approach, or for other 
computations with modified parameters 
of the reservoir. This brings about sig-
nificant reduction of computational cost 
in the inverse problem solution during 
interpretation of practical EM field data.

To assess feasibility of the MG approach for bathym-
etry study, we ran one calculation using MG approxima-
tion. We also ran two explicit calculations, one with fine 
grid discretization as detailed above, and the other using 
coarse grid with twice the cell size (thus 8 times less cells) 
than the fine grid. The convergence plot of the iterative IBC 
modeling is shown in Figure 4 for fine grid and MG models 
and for both inhomogeneous background (bathymetry) and 
anomalous (reservoir) domains. The convergence rate is 
excellent. After just two iterations the relative errors in both 
bathymetry and anomalous domains are below the 10-5 
threshold. This is encouraging for prospective use in fast 
geological interpretation problems.

Figure 5 shows total in-line and vertical electric field 
amplitudes along the MCSEM profile (y=5,000 m) at last 
IBC iteration normalized by the amplitude of the normal 
field. While the in-line (x direction) field values are very 
similar among the coarse, MG and fine grid, there are dif-
ferences in the vertical (z direction) field. We attribute these 
differences to less detailed description of the bathymetry in 
case of the coarse grid, and to interpolation errors in the 
MG bathymetry domain field calculation. The coarse grid 
difference is substantial, while the MG matches the fine grid 
in most of the cases. While finer grid calculations can be 
expected to get the most precise results, time and resource 
savings using the MG approach warrant its applicability.

Computational requirements

The most computationally demanding part of the PIE3D 
code is calculation of anomalous electric field in the domains 
Da and Db. The limiting factor here is the memory require-
ments to store the system of linear equations that describe 
the problem rather than computation time. In the fine 
grid calculation, for the larger bathymetry domain Db, the 
required memory amounts 132 GB, for the smaller anoma-
lous domain Da, it equals 14 GB. Disk requirements for the 
intermediate data storage are also not negligible. Although 
the program uses efficient file compression algorithms, the 
total disk usage was about 400 GB. We have run the fine 
grid calculation on CHPC’s Delicatearch cluster, using 96 
compute nodes, one processor per node. Each of the 96 
processes used 1.5 GB RAM for the Db field calculation. 
The smaller domain Da required 48 CPUs. Total runtime of 
three IBC iterations was just over 3 hours.

In comparison, the MG calculation used just 24 nodes, 
40 GB of disk space and needed about two hours to finish. 
Running on more nodes would probably not improve the 
performance significantly since the parallelization in cur-
rent PIE3DMG code is limited to one domain dimension (z) 
and three field components. One of our future goals is to 
extend parallelizability to other dimensions and to transmit-
ters and receivers. However, even in its current incarnation, 
MG provides a viable alternative to fine grid modeling when 
resources are scarce or one needs result faster.

Figure 5. In-line (x direction) and vertical (z direction) electric 
fields along MCSEM profile.
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FYI
CHPC maintains on its web site a listing of publications 

and talks that acknowledge the use of CHPC’s resources. 
You can find the current listing at the following address:

http://www.chpc.utah.edu/docs/research/#chpcbib

If you utilize CHPC resources in your research, please 
include an acknowledgement in your publications and pre-
sentations. Also, please give us a copy for our records.

Conclusions

In this research project, we have developed a parallel 
implementation of new integral equation (IE) method. This 
new method can improve the accuracy of the solution by 
iterative IBC calculation, and can reduce the computational 
cost by multi grid approach.

We have applied a new parallel code based on the IBC 
IE method for modeling the MCSEM data in the area with 
significant bathymetric inhomogeneities. Generally, this 
case requires large number of discretization cells to repre-
sent three-dimensional targets in the presence of the com-
plex relief of the seafloor structure adequately. The IBC EM 
method allows us to separate this massive computational 
problem into at least two problems, that require consider-
ably less resources.

Another advantage of the IBC IE method, which is more 
important in practical applications, is related to the fact 
that interpretation of the field data usually requires multiple 
solutions of the forward problem with different parameters 
of the target. The traditional computational method would 
require repeating these massive computations, including 
large number of cells covering the bathymetry, every time 
the model of the target is changed. On the other hand, 
using the IBC approach, we can pre-compute the bathym-
etry effect once, and then repeat the computations on a 
smaller grid covering the anomalous domain only. In addi-
tion, the multi grid approach can compute EM fields with 
less computational cost and without significant compromise 
in accuracy.
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 Coming Soon!   
New Cluster: Sand Dune Arch”

Article

CHPC is happy to announce that we will be adding an 
additional cluster to Arches, significantly increasing our cur-
rent capacity. We started taking delivery of the new system 
February 1st and hope to have it operational in the March-
April 2007 timeframe. We plan to place it under allocation 
controls next calendar quarter (beginning April 1st, 2007.) 

The cluster purchased from Dell, to be called “sand-
dunearch”, will have 156 compute nodes (each node is an 
AMD dual/dual 2.4 GHZ, 8 GB memory) connected with 
InfiniBand high speed interconnect. The configuration and 
usage of the new system will be similar to the other Arches 
clusters, with the same scratch spaces etc.

This cluster is 100% University purchased. Therefore, 
the NIH block grants will not be honored on this cluster. 
Those PI’s with NIH block grants only, who wish to run on 
this cluster, will need to submit an allocation proposal. If 
your allocation was authorized through the committee, you 
WILL be able to use it on the new cluster. New or renewal 
allocation requests are due June 1st and the form is avail-
able online at http://www.chpc.utah.edu/docs/forms/alloca-
tion.html

Also beginning April 1st, 2007, CHPC will be changing 
the Service Unit (SU) metric from 1Ghz to 2Ghz. Details on 
Service Units and instructions for the allocation procedure 
are available at: http://www.chpc.utah.edu/docs/policies/
allocation.html
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On March 30 - April 1, 2007 the 
Center for High Performance 
Computing will hold a multi-site 
distributed performance using 
the Access Grid TM Video 
Conference system. Artists 
and technologists from seven 
sites throughout the country 
will come together simultane-
ously to perform InterPlay: Nel 
Temp di Sogno.

Directed by Jimmy and Beth 
Miklavcic, participating sites 
include the University of Alaska 
Fairbanks – Arctic Region 
Supercomputing Center, 
Boston University, University 
of Maryland – College Park, 
University of Montana, Purdue 
University  – Envision Center 
for Data Perceptualization, University of Illinois - Urbana 
Champaign and NCSA, and the University of Utah Center 
for High Performance Computing.

The performance concept centers on investigations of 
time. This year, to enhance the distributed performance, 
Digital Video Transport System (DVTS) will be used. Each 
site will send one uncompressed digital video stream of 
their performance in DVTS. Each stream consumes 30 
megabits per second of network bandwidth. Joe Breen, 

CHPC Assistant Director of Networking, has been working 
with Josh Loveless of the Utah Education Network (UEN) to 
ensure consistent multicast traffic to Internet 2 and National 
Lamda Rail. Jimmy Miklavcic, CHPC Multimedia Specialist, 
has been testing and trouble shooting among all participat-
ing sites.

Other technologies being used include 
remote Musical Instrument Digital 
Interface (MIDI) control among three sites 
and interactive visual participation using 
TigerboardAG, developed by Doc Lap 
Nguyen from Louisiana State University. 
TigerboardAG is a shared whiteboard 
developed to enhance remote lectures 
and meetings. In the InterPlay perfor-
mance it will be used as an interactive 
collaborative painting tool for audience 
members to create a live work of art dur-
ing the performance.

University of Utah’s local performance 

will be held at the INSCC auditorium 
at 7:00 p.m. Friday March 30th and 
Saturday March 31st and 4:00 p.m. 
on Sunday. Remote access is avail-
able via the Access Grid or a single 
QuickTime stream of the main mix can 
be viewed at www.anotherlangue.org/
interplay. For more information contact 
Jimmy Miklavcic at jimmy.miklavcic@
utah.edu or call (801) 585-9335.

Live Realtime Distributed 
Access Grid Performance 

at CHPC

Article

Center for High Performance  
Computing, University of Utah

by Jimmy and Beth Miklavcic
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Please help us to continue to provide you with 
access to cutting edge equipment.
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